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1. Introduction

Why did Republicans hold different beliefs about the dangers of COVID-19 compared to Democrats, leading them to take
fewer precautions and thereby increasing their risk of contracting the illness? Both Allcott et al. (2020) and Clinton et al. (2021)
document this startling divide in beliefs and behavior between political camps during the pandemic. This example is illustrative
of the phenomenon of partisan “bubbles” comprising disagreement about facts along the political spectrum. This phenomenon is,
however, much wider and can be traced back to, at least, the early 2000s in the United States (see, for example, Gaines et al., 2007,
on polarized beliefs about the Iraq war). A common explanation for the emergence and persistence of these patterns is politically
motivated reasoning (see e.g. Lord et al., 1979; Taber and Lodge, 2006; Kahan, 2016). Citizens exhibit a tendency to interrogate
arguments and information that conflict with their prior partisan attitudes more vigorously, while uncritically accepting attitudinally
congruent arguments.

Politically motivated reasoning has been discussed as a reason for partisan disagreement on key policy issues such as redistri-
bution (Alesina et al., 2018) and immigration (Haaland and Roth, 2023; Alesina et al., 2022) and, more generally, as a cause of
political polarization (Alesina et al., 2020; Ortoleva and Snowberg, 2015). Much of this extant literature is devoted to documenting
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that beliefs are systematically polarized along political contour lines. However, research on the precise underlying mechanisms that
generate these politically polarized beliefs is still scarce. One notable exception to this is Thaler (2024), who presents an innovative
experimental study examining how political beliefs may influence the way that individuals draw inference about the veracity of a
news source. He shows that individuals tend to trust news more when it aligns with the views of their political party. This reveals
one important potential mechanism behind politically polarized beliefs, namely motivated trust in different news sources.

In this study, we examine another important potential mechanism by asking whether the act of thinking about core values causally
influences the beliefs an individual holds. We conceptualize values as desires about the social world, that is, statements about how
the world ought to be (moral positions). Unlike beliefs, which relate to the actual state of the world (how the world is), values cannot
be objectively true or false—they can only be endorsed or opposed, with varying degrees of intensity. As previously shown by Alesina
et al. (2020) and Enke (2020a), moral values and beliefs are highly correlated. Our study replicates this finding and provides evidence
that the salience of values can causally affect factual beliefs. This occurs without the arrival of new information; rather, we examine
whether simply encouraging an individual to think about their values can shift their beliefs. One potential channel for this effect
is that making a value salient may distort how an individual retrieves information from their memory to reconstruct their factual
beliefs. This distinguishes our study from the belief updating literature which examines distortions in information processing (e.g.,
Thaler, 2024, who uses a clever design where new information is uninformative for a Bayesian, but allows for motivated reasoning
by non-Bayesians). Furthermore, we show that individuals distort their beliefs to be more in line with the value system predominant
in their political camp. This suggests that political leanings mediate the relationship between values and beliefs that we uncover.!

We study the relationship between values and beliefs in the context of six different contentious policy domains: migration, animal
welfare, gender equality, abortion, prostitution, and same-sex marriage. In each of these domains, we can test whether individuals
adjust their beliefs to conform to the values of their political party. In addition, our experimental design allows us to analyze whether
any shift in beliefs translates into a shift in actions. To do this, we give subjects the opportunity to donate money to charities
operating in each of the relevant policy domains. Previous studies have shown that politically biased beliefs can have important
consequences for individual behavior, for example, in public health (Allcott et al., 2020) or in financial decision-making (Meeuwis
et al., 2022). Here, we can examine whether a causal shift in beliefs due to thinking about values also results in a change in donation
behavior.

Our study provides direct evidence on several specific motivated reasoning channels shaping the relationship between values
and beliefs. Thus, it also contributes to the broader motivated reasoning literature. In our context, motivated reasoning may operate
in two ways. First, since an individual may view her values as an integral part of her identity, motivated reasoning may lead her to
shift her factual beliefs so that they support her values. This way, she can maintain a self-image of being someone who holds values
that are aligned with facts.> Second, when individuals anticipate that holding a certain belief will obligate them to take a costly
action (in our context, a donation decision), they may shift their beliefs in the opposite direction to reduce the moral obligation
to take that costly action.” We examine the role of the second channel by exogenously varying whether individuals anticipate a
donation decision. To examine the role of persuasion in political belief formation, we test whether participants shift their beliefs
when this can help them to persuade another person to make a specific charitable donation. In doing this, we add to recent findings
that demonstrate that individuals may shift their own beliefs in order to be more convincing when attempting to persuade another
person to believe something (see, e.g., Schwardmann and van der Weele, 2019; Solda et al., 2020; Schwardmann et al., 2022).

To explore these questions, we designed and conducted a preregistered online experiment in January 2020 that surveyed a
nationally representative sample of 1863 individuals from the US population.” Our experiment employs a between-subject design
and comprises four main treatments. These treatments are designed to test hypotheses centered around the following questions: (i)
Are there systematic correlations between values and factual beliefs? (ii) Do individuals adjust their factual beliefs when a moral
value in the same domain becomes more salient? (iii) Do individuals shift their stated values and factual beliefs to align with their
own material self-interest? (iv) Do individuals alter their stated values and beliefs in an attempt to persuade others?

Our first two treatments address questions (i) and (ii) — whether there are correlations between values and beliefs and whether
values do indeed causally shape beliefs. First, in treatment VaLueNotSaALENT, we elicit subjective beliefs about factual statements from
the six domains mentioned above. This treatment serves as a control for the second treatment, VALueSALIENT, where we additionally
elicit subjects’ agreement with value statements pertaining to the six domains prior to the belief elicitation.

The purpose of this elicitation of values is that it encourages subjects to think about them. This serves to raise the salience
of these values when subjects subsequently report their associated beliefs. Of course, subjects may also be passively aware of their
values in treatment VALueNoTSALENT, but their direct elicitation in VaLueSaLiEnT should serve as a priming device that heightens value
salience, bringing values to the forefront of the individual’s mind. The underlying idea behind the comparison of the VaLueSaLienT and

1 The importance of conformity with one’s preferred political party has previously been shown to be an important factor for politically motivated reasoning.
For example, in Druckman et al. (2013) arguments in favor of, or against, a motion are shown to have a stronger effect on partisanship when the arguments
are explicitly linked to party stances.

2 For example, an individual who is pro-life might find it easier to believe the results of a study purporting to show that a fetus experiences pain and
consciousness than someone who is pro-choice.

3 For example, when an individual anticipates being asked to donate to a charity that supports animal welfare, they might convince themselves that the
benefits of the donation are low, assuming that much of the money may not reach the animals.

4 To provide some context, the experiment was, thus, designed and implemented prior to events such as the widespread awareness of COVID-19 (February
2020), the death of George Floyd (May 2020), the claims that the United States presidential election was rigged (November 2020) and the attack on the Capitol
(January 2021).
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Table 1
Overview of experimental design.
Treatment
VALUE- VALUE- CONVINCE- CONVINCE- BEeNG-
NOTSALIENT SALIENT SELF OTHER CONVINCED
Elicitation of Elicitation of Elicitation of Elicitation of Elicitation of
beliefs values values values values
& & & &
Screen 1 beliefs beliefs beliefs beliefs
& &

Learn about
BEINGCONVINCED

Option to donate L. .
participant option to

donate
Proceed to Proceed to Proceed to
next screen next screen next screen
as surprise as surprise End of experiment End of experiment as surprise
Option to donate
. . with info. from
Screen 2 Option to donate Option to donate ( CONVINGEOTHER
participant)
Obs. 375 385 377 363 363

VaLUENOTSALENT treatments is to examine whether individuals who are confronted with a highly salient value question are motivated
to shift their factual beliefs to align them with their values.

It is important to note, however, that individuals may already be reporting beliefs that are distorted to align with their values
in the VaLueNorSauenT treatment. This implies that what we are able to identify causally is the additional shift in beliefs due to
exogenously making values more salient. We test this by comparing the distribution of beliefs reported in these two treatments. Since
party preferences may mediate the direction of this effect, we examine this comparison when conditioning on party preferences. As
outlined in our pre-analysis plan, we also report the results for the comparison for the full sample without conditioning.

In all our treatments, there is one final stage after the belief and value elicitations which explores how choices are influenced.
Specifically, we give subjects the opportunity to donate money to charities that operate in each of the six domains. This final stage
plays a key role for our next two treatments that address questions (iii) and (iv) — whether subjects are willing to distort their values
and beliefs in order to convince themselves or to convince others. To test whether self-interest plays a role in shifting beliefs, we
introduce our ConvinceSELF treatment. This treatment is identical to the VaLueSALENT treatment, except that the donation decision is
placed on the same screen where we elicit beliefs and values (in other treatments, it comes as a surprise). We can therefore test
whether subjects adjust their reasoning in a self-interested way when holding a particular belief-value constellation would point
towards taking a costly action (i.e., making a donation to a charity whose work is aligned with that particular constellation).

Finally, we test whether subjects adjust their stated beliefs and/or values when they have an incentive to persuade others. In
the fourth treatment, ConviNcEOTHER, We again ask subjects to state their beliefs and values. However, here, rather than making the
donation decision themselves as in the third treatment, they are informed that another participant will have the opportunity to
donate after being shown their belief and value responses.

Table 1 provides an overview of the treatments and indicates the number of participants per treatment. We discuss the
BemngConviNcED treatment in more detail at the end of Section 3.1. This treatment is an auxiliary treatment that we implemented
to avoid deception. It is not central to our hypotheses or results because participants in this group mostly served as receivers of
information from the ConvINCEOTHER treatment.

Turning to our results, we find support for the existence of aligned belief-value constellations in all the policy domains considered,
thereby answering our first research question in the affirmative. Note, however, that while such correlations are evidence of
partisanship, it is not possible to understand the mechanism behind this without further evidence. Such bubbles may arise when
beliefs shape values, when there are filter bubbles or echo chambers (Flaxman et al., 2016; Enke, 2020b), or when values provide a
sufficiently strong force for motivated reasoning. It is the comparison of our first two treatments that helps us to explore the latter
mechanism.

On aggregate, the distributions of reported subjective beliefs are almost identical across the two treatments. At surface level, this
appears to suggest that we do not observe a shift in subjects’ beliefs when values are more salient. However, the picture changes
dramatically when we control for individuals’ political preferences. Specifically, we find that subjects on both the political right
and the political left shift their beliefs to align them with the average beliefs held by those in their preferred political camp when
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values are made more salient. We, thus, do find support for the idea that thinking about values shapes beliefs through motivated
reasoning. This suggests that the heightened salience of contentious policy issues in public debates may be a key explanation for
increasing polarization in factual beliefs along political attitude division lines.

With respect to our third and fourth research questions, we find that beliefs and values are unaffected by the addition of monetary
incentives to persuade oneself or the anticipation of the opportunity to persuade another person. If anything, this lack of malleability
of beliefs and values to other factors appears to suggest that our subjects care about responding honestly to our belief and value
questions. This should lend credibility to the internal and external validity of our first two sets of results. These results are also
consistent with a growing body of research documenting the limits of motivated reasoning.®

Related Literature: In studying the role played by values in the (motivated) formation of beliefs, we contribute to a growing
literature on motivated cognition and wishful thinking. This literature has considered a wide array of factors that may generate
motivated beliefs, including: maintaining a positive image of one’s own intelligence, attractiveness, or performance (e.g., Eil and
Rao, 2011; Mobius et al., 2022; Coutts, 2019; Drobner, 2022; Huffman et al., 2022), judging what is fair or morally appropriate
in a self-interested fashion (e.g., Messick and Sentis, 1979; Babcock et al., 1995; Konow, 2000; Barron et al., 2024; Amasino et al.,
2021), distorting one’s own beliefs in order to be more persuasive to others (e.g., Schwardmann and van der Weele, 2019; Solda
et al., 2020; Schwardmann et al., 2022), and engaging in confirmatory reasoning that reinforces one’s prior beliefs (e.g., Nickerson,
1998; Rabin and Schrag, 1999).

This previous literature typically considers motivated reasoning in relation to a belief that is closely tied to an individual’s
self-interest, personal characteristics, or pre-existing beliefs about a particular topic. In contrast, here we examine whether deeper
values may exert an influence over related factual beliefs. Given the extent to which many contentious political debates are driven
by values, along with the substantial heterogeneity in values between and within societies, this strikes us as an important question.
Belot and Briscese (2022) provide evidence suggesting that polarization in beliefs can be decreased when individuals are made
aware that they share common values such as human rights or behavioral etiquette rules. Hence, while values might be a divisive
factor when they shape belief formation related to contentious issues, they also appear to have the potential to reduce gaps between
political camps. It is, thus, important to better understand the precise role they play in motivated political reasoning. Our results
suggest that when individuals are prompted to think about contentious values, they adjust their factual beliefs to align their beliefs
with those of individuals who share their values and political affiliation.

In relation to the persuasion of others, in contrast to findings documented in the literature, in our setting, we do not observe
evidence that individuals adjust their beliefs to try to be persuasive. One potential explanation for this could be that individuals do
not believe that persuasion operates via the transmission of simple statements of beliefs and, rather, requires a richer communication
space. For example, individuals may believe that in order to be persuasive, they need to transmit arguments (Schwardmann et al.,
2022), explanations (Graeber et al., 2024), or narratives (Barron and Fries, 2023). Since this richer communication space is ruled out
in our design, individuals may not believe that they will be able to persuade others using the limited communication space available
and, therefore, do not shift their own beliefs.

Our work also contributes empirical evidence to the recent theoretical discussion about how and why partisan individuals
increasingly entertain polarized mental models of reality (Leeper and Slothuus, 2014; van Bavel and Pereira, 2018; Alesina et al.,
2020). One important factor appears to be group identity. As discussed by Sherman and Cohen (2006), individuals tend to select
policy-relevant information in a way that allows them to maintain beliefs that are consistent with the position of the group they
identify with. The beliefs generated in this way then allow members of identity groups to express behavior that signals group
membership and hence strengthens the ties with their own community. Given that liberals and conservatives have been shown
to have moral systems based on different psychological foundations (Graham et al., 2009), values are likely to be a strong force
underlying motivated reasoning. Bonomi et al. (2021) formulate a related idea and discuss a theory of identity politics where
increasing the salience of a certain policy conflict leads individuals to identify more strongly with their cultural or economic group,
and then to distort their beliefs towards the stereotypical belief of the group they identify with. Our results can also be interpreted
in the light of this theoretical framework.® Similarly, our work also relates to the large literature investigating how individuals are
influenced by social norms, which often results in a desire to conform with the behavior of one’s in-group (see, e.g., Bernheim,

5 In particular, several of the studies that examine whether belief updating is distorted by monetary incentives associated with different states of the world
fail to find any influence of motivated reasoning (see, for example, Gotthard-Real, 2017; Coutts, 2019; Barron, 2021). Furthermore, Thaler (2020) convincingly
shows an absence of positivity-motivated reasoning in domains where self-image is not present. A second strand of literature examines scenarios where individuals
engage in motivated reasoning to justify or excuse their self-serving behavior in pursuit of monetary gain. This strand of work has revealed mixed results, with Di
Tella et al. (2015) and Bicchieri et al. (2023) documenting evidence that individuals do distort their beliefs to justify self-serving behavior, while the evidence
reported in Ging-Jehli et al. (2020) and Barron et al. (2024) is more mixed. Nevertheless, while these papers explore the motivated reasoning of individuals
seeking monetary gains, the underlying motivation in these studies is linked to beliefs about their character. These motivated beliefs allow individuals to perceive
themselves as less of a ‘bad person’. Together, these results indicate that motivated reasoning operates in certain domains, with internal psychological factors
such as self-image and deep values serving as a source for motivated reasoning, but external factors such as monetary rewards and others’ well-being often do
not result in motivated reasoning.

6 While we focus predominantly on assessing the causal effect of value salience on beliefs, we also contribute to a broader literature that examines the influence
of partisanship on information processing. For example, in the domains of energy policy and climate change respectively, Bolsen et al. (2014) and Druckman
and McGrath (2019) examine the role played by partisan differences in information processing due to selectively trusting different sources of information. Kahan
(2013) explores the role of different thinking styles in generating ideological polarization and Alesina et al. (2018) show that when individuals are provided with
pessimistic information about mobility, left-wing individuals become more pessimistic about mobility and increase their demand for redistribution, but right-wing
individuals do not. In our paper, individuals are not provided with any new information to process—they must form their beliefs based on the information
already stored in their memory. We only vary the presence of a reason for motivated reasoning, such as the salience of a policy conflict.
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1994; Goette et al., 2006; Bicchieri et al., 2022, 2023). While this body of work typically focuses on a pull towards conformity in
behavior, we focus on the particular mechanism through which beliefs are drawn into tight constellations with members of one’s
political in-group.

The remainder of this paper is organized as follows. In Section 2, we describe the experimental setup and results pertaining
to questions (i) and (ii) — whether there are correlations between values and beliefs and whether values do indeed causally shape
beliefs. Section 3 proceeds with the description of the setup and results for questions (iii) and (iv) — whether subjects are willing to
distort their values and beliefs in order to convince themselves or to convince others. Section 4 concludes.

2. Existence and formation of belief-value constellations

Our experimental design consists of four pre-registered’ treatments that were conducted online using the platform Prolific with
a nationally representative sample of 1863 individuals from the US population.® In our main analyses, we essentially follow our
pre-registration plan and explicitly flag any minor deviations. In this section we focus on describing and analyzing the first two
treatments, VALUESALIENT and VALueNotSaLient, which allow us to ask: (i) Do individuals display belief-value constellations? (in the sense
of observing a correlation between beliefs and values), and (ii) Do individuals adjust their beliefs to be more coherent with their values?

2.1. The VALUESALIENT and VALUENOTSALIENT treatment conditions

The first objective of our VALUESALIENT treatment is to examine whether we observe a systematic correlation between values and
associated factual beliefs. The treatment consists of three parts. First, participants are presented with a sequence of six (randomly
ordered) moral value statements and are asked to report the degree to which they agree or disagree with each statement. Table 2
provides an overview of the six different debates together with the moral and factual statements presented to participants. Each
of these moral value statements corresponds to a particular contentious topic of debate in public policy, such as gender equality,
abortion, or same-sex marriage. The items serve to raise the salience of these value debates such that participants might view later
questions through the lens of those debates. It is important to note that we focus on values that lack consensus, which implies that
all our topics are inherently political. Hence, raising the salience of a particular value debate may also raise the salience of a political
issue. Second, participants are confronted with six factual statements pertaining to the same six domains, and we elicit their beliefs
about the veracity of these factual statements.

Both values and beliefs are measured in 5-point Likert scales. For values, responses range from “strongly agree” to “strongly
disagree”, and for factual beliefs, from “Very Unlikely” to “Very Likely”.° The debates that we consider relate to migration, animal
welfare, gender equality, abortion, prostitution, and gay rights. Together, the moral value assessments and factual belief reports
allow us to examine whether there is a correlation between individuals’ beliefs and values.

In the last step, we provide participants with the opportunity to make six donation decisions to six separate charities (one of
which is randomly implemented). Each of the six charities targets a cause that corresponds to one of the six relevant public policy
discussions.!” For each charity, participants are asked to divide $3 between the charity and themselves. In a post-experimental
survey, we also collected information on the participants’ political attitudes, and we were able to match our data to previously
elicited political attitude variables collected by Prolific independently from our experiment.'' This allows us examine how values
and beliefs translate into actions.

The VaLueNotSaLEnT treatment is identical to the VaLueSAuEnT treatment, with the exception that the first stage in which
participants are presented with moral value statements is skipped. This implies that in this treatment the six public policy debates
are not made as salient. The exogenous variation in salience between the two treatments allows us to assess how the shift in
salience causally affects factual beliefs. Figures A.1 and A.2 in the Online Appendix show the instructions as they were presented to
participants in both treatments. Importantly, we ask participants about their beliefs concerning factual statements for which there
is no clear scientific consensus. We do this because such beliefs are more likely to foster motivated reasoning as participants do
not expect the uncertainty to be resolved. This allows participants to derive anticipatory utility from their beliefs without worrying
about learning that they were “wrong”. Drobner (2022) demonstrates that motivated reasoning is more prevalent in scenarios where
individuals do not expect a resolution of uncertainty.

To measure beliefs about factual statements, we ask subjects, “How likely do you think it is that the following statement is
true?”’; for moral statements, we ask, “How much do you agree with the following statement?” This reflects that for facts, there is,
in principle, an ascertainable truth, while values can only be desirable or undesirable to different degrees.

To fix ideas, let us consider two examples of statement pairs: the first from the migration domain and the second from the animal
welfare domain. The statement “All countries benefit from the free movement of labor” pertains to a fact that may be either true

7 The full pre-registration document can be found at https://osf.io/8jydh/ and is also reproduced in Appendix D in the Supplementary Material.

8 Table C1 in the Online Appendix shows that our sample is balanced between all the treatments which are described in the following.

9 In order to keep the experiment as clear, simple, and easy-to-understand as possible, we opted not to incentivize the elicitation of factual beliefs. This
decision draws on the evidence discussed in Haaland et al. (2023) and Stantcheva (2023), indicating that the incentivization of beliefs in this type of study does
not necessarily lead to improvements in truth-telling and may distract participants from the key questions of interest.

10 gyubjects are provided with information about the aims of the charities and use a slider to indicate how much they would like to donate. Further details
about the charities can be found in Table D2 in Online Appendix D.
11 We provide summary statistics for the main variables from the experiment for all treatments in Table B1 in the Online Appendix.
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Table 2
Overview over statements and charities.
Debate Moral statement Factual statement Donation
“How much do you agree with the “How likely do you think it is that the Charity
following statement?” following statement is true?”
1 Migration People should be allowed to migrate All countries benefit economically from American Immigration
freely between countries. the free movement of labor. Council
2 Animal welfare It is wrong to eat animals. Animals feel less pain than humans. World Animal Protection
3 Gender equality Gender equality should be an Discrimination against women is the Equality Now
objective of policymaking. primary reason why women earn less
than men.
4 Abortion Abortion should be legal. Women who have had an abortion Planned Parenthood
experience more psychological distress
than women who have had a
miscarriage.
5 Prostitution Prostitution should be illegal. Human trafficking is facilitated by A21
liberal prostitution laws.
6 Same-sex Gay couples should have the same Societies where same-sex marriage is OutRight
marriage rights as heterosexual couples. legal are happier than societies where it
is illegal.

or false. While its veracity might be difficult to ascertain, it is, in principle, ascertainable. In contrast, the statement “People should
be allowed to migrate freely between countries” expresses a desire. One may or may not agree with the statement, but there is no
truth to be ascertained. The same applies to the statements “Animals feel less pain than humans” (belief) and “It is wrong to eat
animals” (value).

2.2. The existence of belief-value constellations

The first question we seek to answer is whether there is alighment between the moral values, factual beliefs, and political attitudes
that individuals hold. This would indicate the presence of “belief-value constellations”. There are several potential reasons why
individuals might have aligned beliefs and values, including: (i) holding values that are shaped by beliefs about facts; (ii) avoiding
cognitive dissonance from holding incoherent values and beliefs; or (iii) using value and belief statements to justify self-interested
actions (i.e., motivated reasoning). Our second hypothesis will explore one particular possibility: that beliefs are shaped by values.

Our first set of hypotheses tests whether belief-value constellations are observed systematically in the population.'?

Hypothesis 1 (Belief-Value Constellations). There is a correlation between the beliefs, values, and political attitudes that individuals hold.
The actions individuals take are aligned with their belief-value constellations.
Let b, denote the factual beliefs stated by individuals in Treatment t € {V.S,V NS}, v, the moral values stated by individuals, d, their
donation decisions and p, the left-right political stance of individuals.
(a) Moral values are positively correlated with beliefs:
Corr(vyg,byg) > 0.

(b) Moral values are negatively correlated with political attitudes:
Corr(vyg,pys) <0.
(c) Donations are positively correlated with beliefs and values:

Corr(dy ns:byns) =0,

Corr(dyg,byg) > 0,Corr(dy g, vy ) > 0.

When reading Hypothesis 1, it is important to take note of the way that the variables are encoded. First, the political stance
variables, p,, are constructed to be increasing in the degree to which an individual positions herself on the right of the political
spectrum. Second, the moral value, v,, variables are encoded such that a high value indicates agreement with a value that is typically
associated with individuals on the left of the political spectrum. Third, the factual belief variables, b,, are defined such that if they
are true, they would provide empirical support for moral value positions typically held by individuals on the political left. Finally,

12 In the interest of facilitating a more coherent exposition of the paper and to enhance readability, we have adjusted the formulation of the hypotheses in
comparison to the pre-registration document. We encourage the interested reader to refer to the full pre-registration document in Online Appendix D for further
details.
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Fig. 1. Results for Hypothesis 1a and b.

Note: Fig. 1(a) shows the results for Hypothesis 1a, i.e. the correlation between values and beliefs in the VaLueSauEnT treatment. Fig. 1(b) shows the results
for Hypothesis 1b, i.e. the correlation between moral values and political attitudes in the VALueSaLinT treatment. The data points are weighted by the number
of observations, which is reflected in both the color and size of the markers: the larger and redder the marker, the more observations; the smaller and bluer
the marker, the fewer observations. The dotted line represents the result of a linear regression of values on beliefs in Fig. 1(a) and a regression of values on
political attitudes in Fig. 1(b). The Spearman correlation coefficient, R, and its p-value are reported at the bottom right of each graph. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

the charitable donation variables, d,, are constructed such that higher donations are consistent with costly support of a charity
aligned with the relevant moral value position.

Resurts (Hypothesis 1)

Fig. 1 summarizes the results pertaining to Hypothesis 1. First, the top left panel reports the correlation between beliefs and
values across all policy domains. This shows a strong positive relationship between beliefs and values that is statistically significant
at the 1% level. Second, the top right panel shows the results for the correlation between values and political attitudes. In line
with the hypothesis, we observe a negative relationship, with left-leaning political attitudes associated with higher agreement with
the moral value statements. Third, the three panels in Fig. 2 show that donations are positively correlated with beliefs in the
VarueNotSALEENT treatment, and are also positively correlated with beliefs and values in the VaLueSauEnT treatment. All three are
statistically significant at the 1% level.

Collectively, these results are in line with the pre-registered set of hypotheses, providing evidence for the presence of belief-value
constellations. This suggests that individuals form beliefs, values and political attitudes in a manner that generates strong associations
between the different objects.

In Online Appendix B.2, we reproduce these results for each of the six topics separately. Unlike the other five topics, the
prostitution topic displays a statistically significant positive relationship between political attitudes and values, with individuals
who identify with the political right stating stronger agreement that prostitution should be illegal than individuals on the political
left.!® Similarly, figures B.6, B.7 and B.8 in the Online Appendix illustrate the relationship between donation decisions and beliefs
and values in the VaLueNotSaLEnT and VALUESALIENT treatments for each topic separately. Overall, the relationship between donations
and both values and beliefs appears to be weakest for the prostitution-related charity, which received relatively high donation levels
across all beliefs and values. Interestingly, for the abortion-related charity, the relationship was very weak in the VALUENOTSALIENT
treatment, but very strong when the value debate was made salient in the VALUESALIENT treatment.

2.3. The formation of belief-value constellations

Our second hypothesis asks whether the formation of factual beliefs is influenced by the salience of a particular contentious moral
value debate. Do individuals adjust their factual beliefs when examining them with a related hotly contested moral issue at the forefront of
their mind? If this is the case, it would speak to a neglected mechanism generating tightly clustered beliefs and values.

To test this, we use a between-treatment comparison of the distribution of beliefs observed in the VaLueNorSaLienT and VALUESALIENT
conditions. We can thus assess whether factual beliefs are shifted when we prime individuals to think about these belief statements
through the lens of the related value debate.

13 When we designed the experiment, we were aware that the prostitution domain was different to the other domains in the sense that the alignment of
aggregate values and political slant was less clear-cut from an ex ante perspective. For this reason, in footnote 35 in Section D.2.1 of our pre-registration
document, we noted that our predictions regarding the relationship between values and political slant in the domain of prostitution were more ambiguous.
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Fig. 2. Results for Hypothesis 1c.

Note: Fig. 2(a) shows the correlation between beliefs and donations in treatment VaLueNotSaLenT, Fig. 2(b) shows the correlation between beliefs and donations
in treatment VavueSaiient, and Fig. 2(c) shows the correlation between values and donations in treatment VarueSauent. The data points are weighted by the
number of observations, which is reflected in both the color and size of the markers: the larger and redder the marker, the more observations; the smaller and
bluer the marker, the fewer observations (interested readers can also refer to Table B1 in the Online Appendices for additional descriptive statistics). The dotted
line represents the result of a linear regression of donations on beliefs in Fig. 2(a) and (b), and a regression of donations of values in Fig. 2(c). The Spearman
correlation coefficient, R, and its p-value are given at the bottom right of each graph. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

This is formalized in Hypothesis 2 below, which posits that: (i) the salience of values affects belief formation, and (ii) this
mechanism can result in the polarization of factual beliefs. The rationale for this is that if (i) is true then the heterogeneity in
moral values between different political groups would also lead to the formation of polarized factual beliefs. This would provide
one potential explanation for recently observed trends of increasingly polarized factual beliefs along ideological lines (see, e.g.,
Gentzkow, 2016; Enke, 2020a) which has been documented in various domains, such as climate change (McCright and Dunlap,
2011) and COVID-19 beliefs (Allcott et al., 2020).'*

Hypothesis 2 (Construction of Consistent Beliefs). Increasing the salience of a contentious moral value debate leads individuals to report
factual beliefs that are more strongly aligned with their moral value position. This results in an increase in the polarization of factual beliefs.

Let F,, denote the cumulative distribution function (cdf) of factual beliefs b, in treatment t € {V .S,V NS}, F, the cdf of moral values
v;, and F, the cdf of donations d,. As before, p, denotes the left-right political stance of individuals.

(a) Raising the salience of a moral value debate influences factual beliefs.

14 In his theoretical work, Le Yaouanq (2023) links heterogeneity in political attitudes to partisan disagreement about objective facts through people’s
idiosyncratic preferences regarding the policy implications of scientific findings. Our work seeks to understand the underlying psychological mechanisms in
more detail.



K. Barron et al. European Economic Review 172 (2025) 104929
The distribution of factual beliefs differs between the VALUENOTSALIENT and VALUESALIENT treatments:
Fyy s # Fiys-

(b) A higher degree of polarization in values in a particular policy domain will result in a stronger effect of increased value salience on
the dispersion of factual beliefs.
Comparing across the six domains indexed by m, the difference between the variance in beliefs in VALUESALEENT and the variance in

beliefs in VALUENOTSALIENT is non-decreasing in the variance in values in VALUESALIENT:
d[Var(bgs) - Var(ngS)]

d[Var(U"'/’S)] -

(¢) Raising the salience of a moral value debate results in an increase in the polarization of factual beliefs conditional on political attitudes.
Conditional on political attitudes, beliefs in VALUESALIENT are more polarized than beliefs in VALUENOTSALIENT:

E(byslpys < E(pys)) — E(bynslpyns < E(pyns))
>

Eyslpys > E(pys) — EQynslpyns > E(pyns)-

Several features of this set of hypotheses are worth highlighting. First, the rationale for part (b) and (c) of the hypothesis is that
the raised salience of the relevant value will result in a shift towards more extreme factual beliefs as subjects are drawn towards
more coherent belief-value constructions. Second, the inequality in part (c) states that the difference between the factual beliefs of
individuals on the left of the political spectrum and those on the right of the political spectrum will increase in VALUESALIENT versus
VaLUENOTSALIENT (i.e., the salience of values will increase polarization of factual beliefs, conditional on political attitudes).'®

Resurrs (Hypothesis 2)

In this section we examine the relationship between values and beliefs more closely by asking whether raising the salience of a
particular value leads to a causal shift in an associated factual belief. This comparison represents a fairly conservative test of the
existence of a causal relationship between beliefs and values for several reasons. First, our experiment focuses on short-run motivated
reasoning and does not consider causal effects of motivated cognition that operate over a longer period of time (e.g., via biased
information search or selective memory). Second, our experiment exploits a salience manipulation of values, which represents a
fairly weak treatment dosage in relation to an exogenous shift of values. We only encourage participants to think about the values
they already hold; we do not exogenously shift their values.

Fig. 3 provides a summary of the results associated with Hypothesis 2a and b. The left panel displays the cumulative distribution
of reported beliefs in the VaLuENoTSALIENT and VALUESALIENT treatments. We find no statistically significant difference between the two
distributions (p-value = 0.09, Kolmogorov-Smirnoff test) and, therefore, do not find support for Hypothesis 2a. Second, the right
panel of the figure asks whether there is a heterogeneous effect of increasing the salience of a particular topic. For topics with a
high degree of variance in values (i.e. highly polarized issues), we hypothesized that increasing the salience of these values would
lead to a larger degree of polarization in the VaLueSaLient beliefs relative to the beliefs in VaLueNotSauEnT (Hypothesis 2b). Again,
we do not find support for our hypothesis, since the slope coefficient is not statistically different from O (coefficient: 0.034; p-value:
0.759).

The results for Hypothesis 2a and b suggest that raising the salience of values did not result in a clear shift in the distributions
of beliefs across all six issues. Hypothesis 2c posits that even if an increase in value salience does not result in an increase in
polarization of the aggregate distribution of beliefs, there may be heterogeneity in the impact of the value salience at the individual
level—i.e., the political preferences of an individual could mediate how increasing the salience of their values shifts their beliefs.
Essentially, Hypothesis 2¢ asserts that making a value more salient leads individuals to shift their beliefs even further towards
conforming with the average beliefs held by members of their own political party.

To address this question, we compare the belief movement of individuals on the left of the political attitude spectrum with
those on the right of the political attitude spectrum. Using a difference-in-difference style empirical approach, we ask whether the
gap between the beliefs of those on the left and the right increases in the VALUESALIENT treatment relative to in the VALUENOTSALIENT
treatment.'® To do this, we estimate the following regression:

b,-‘j =ay+a; -13,3] +a, - ValSal,-yj + oy ~13,-,j X ValSal,-yj +e€; [€))]

where b, ; is the reported belief of individual i for topic j, ValSal;; is a binary variable that equals 1 if the individual is in the
VaLueSauent treatment and 0 when the individual is in the VaLueNorSauEnT treatment, and p; ; is an indicator variable that takes
a value of 1 if the individual is on the left of the political spectrum, e.g. reports a political attitude that is lower than the mean
political attitude reported in our sample. For this purpose, we asked participants the following question after they completed the

15 This can occur due to individuals on the left of the political spectrum increasing their factual beliefs in VALUESALENT Versus VALUENOTSALIENT more than
those on the right of the political spectrum. Or, it can occur due to individuals on the left increasing their beliefs, while those on the right adjust their beliefs
downwards.

16 In the pre-registration plan, we did not specifically outline this regression, which allows us to test Hypothesis 2c.
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Fig. 3. Results for Hypothesis 2a and b.

Note: Fig. 3(a) shows the results for Hypothesis 2a, i.e. the cumulative density function of beliefs in treatments VaLueSaient and VaLueNotSatent. Fig. 3(b) shows
the result for Hypothesis 2b. The y-axis shows the difference of the standard deviations of beliefs between treatments VaLueSauent and VALueNorSauient and
the x-axis shows the standard deviation of values in treatment VaLueSaLienT. The dotted line depicts the result from a linear regression of the difference of the
standard deviations on the standard deviation of values. The slope coefficient is 0.034 (p-value: 0.759).

experimental part: “In political matters, people talk of “the left” and “the right”. How would you place your views on this scale?”.
Respondents could choose a number between 1 and 10, where 1 indicates the extreme left and 10 indicates the extreme right.'”

The coefficient of interest is a3, corresponding to the interaction term. This essentially compares how individuals on the left
and right of the political spectrum change their factual beliefs when exposed to an increase in value salience. A positive coefficient
denotes a widening of the gap between the factual beliefs of the left and the right. The first column of Table 3 reports the results
from estimating Eq. (1), with VaLueSaLiEent X Pol. Attitude denoting the interaction term. The estimates show that the coefficient on
the interaction term is positive and statistically significant at the one-percent level, providing evidence that we do indeed observe
polarization of the beliefs along political attitude division lines when related contentious values are made salient. It is worth noting
that this increase in polarization is on top of the pre-existing difference in factual beliefs reported between individuals on the left
and right of the political spectrum in the VarueNotSatiEnT treatment. This is shown by the significant coefficient associated with
the Pol. Attitude variable. It is also worth noting that the size of the widening of the gap in factual beliefs between the left and
right due to the salience is nearly as large as the baseline difference in factual beliefs between individuals on the left and the right
in VaLveNotSaLENT (i.e. the magnitude of the coefficient associated with the variable VALueSALENTXPoL. Attitude is % the size of the
coefficient associated with the variable Pol. Attitude).

In order to test the robustness of this result, we check whether the results are driven by the specific political attitudes variable
that we have chosen to use.’® To do this, we run two further regressions, where we replicate the estimation in the first column
of Table 3, but replace the Left indicator variable with a variable that indicates that the individual self-reported being a Democrat
(Column (2)) and a variable that indicates that the individual voted for Hilary Clinton in 2016 (Column (3)). The results from both
of these exercises are highly consistent with our main estimation results in Column (1)."

These results highlight an important distinction between two forms of polarization, namely (i) polarization of the entire
unconditional distribution, which involves movement towards extreme beliefs, and (ii) polarization conditional on a particular
characteristic (e.g., political party) that defines groups in the population. The latter form of polarization involves a reshuffling of
the belief distribution and may or may not lead to aggregate or unconditional polarization. As seen in Panel (a) in Fig. 3, we do not
observe unconditional polarization as a result of our experiment, i.e., the distribution over beliefs does not change depending on
whether individuals are primed with their values or not. However, this does not reveal whether individuals from different points on
the political spectrum have adjusted their beliefs as a result of the value priming. Our regression results in Table 3 point towards
important differences between individuals, conditional on their political preferences.

17 As a caveat, it should be noted that this question refers to a general political attitude of the respondent and does not elicit their views on social, economic,
or other matters separately.

18 In the pre-registration plan, we only mentioned using the political left-right scale as a variable. To test the robustness of the results, we also examine party
affiliation and voting decisions in the last election. Additionally, the pre-registration plan does not mention the use of control variables which were also added
to test for robustness here.

19 Importantly, both of these variables were collected by Prolific completely separately from our experimental data collection. Therefore, these results also
serve to alleviate possible concerns regarding our political attitudes variable being influenced by the treatment condition. However, a caveat to this is that the
Prolific variables are only available for a subset of the sample. This is the reason for the differing sample sizes across the three regressions.
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Table 3
Influence of increased salience of values on belief polarization.
(€)) ) ®3) “@ %) (6)
VALUESALIENT —0.124** —0.199** —0.236"** —0.133* —0.222* —0.243"*
[0.052] [0.087] [0.075] [0.052] [0.090] [0.075]
Pol. attitude () 0.269** 0.358*** 0.304*** 0.243** 0.328*** 0.284**
[0.047] [0.071] [0.058] [0.048] [0.076] [0.061]
VALUESALIENT 0.199*** 0.294+** 0.315*** 0.218*** 0.316*** 0.314***
X Pol. attitude [0.067] [0.100] [0.089] [0.067] [0.103] [0.089]
Constant 3.325% 3.202%* 3.264"* 3.429% 3.270% 3.247%
[0.038] [0.063] [0.049] [0.070] [0.101] [0.090]
Observations 4560 2550 3006 4548 2544 3000
Incl. controls No No No Yes Yes Yes
Pol. attitude (p) Left-right scale Party affiliation Last election Left-right scale Party affiliation Last election
Variable Left = 1 Democrat = 1 Clinton = 1 Left =1 Democrat = 1 Clinton = 1

Notes: (i) Each of the regressions uses the observations from the two treatments, VaLueNotSaLENT (375 observations) and VavueSatient (385 observations), pooled
over all six debates (760 x 6 = 4560). (ii) Smaller sample sizes in columns (2) to (6) result from missing information in the political attitude variables and/or
in the control variables. (iii) VALUESALEENT is @ dummy variable equal to one if the individual was assigned to treatment VaLueSaLient and hence equal to zero if
the individual was assigned to treatment VaLueNotSaLENT. (iv) We use three measures of the political attitudes variable. This is indicated in the last two rows of
the table. In column (1), Political Attitude is a dummy equal to one if the individual is below the mean on a 1 to 10 scale of political attitudes where 1 is the
most left, and 10 is the most right attitude. In column (2), Political Attitude is a dummy equal to one if the individual identifies as a Democrat rather than as a
Republican, and in column (3), Political Attitude equals one if the individual indicated that they voted for Clinton in the 2016 elections and zero if they voted
for Trump. (v) Columns (4) to (6) show the regressions including controls for age, gender, ethnicity, and education. We present the results for the regression
run in column (1) using the subsamples from columns (2) and (3) in Table B2 in the Appendix. (vi) Standard errors clustered at the level of the individual are
reported in parentheses, * p < 0.10, ** p < 0.05, *** p < 0.01.

To provide a more detailed explanation, in Fig. 4, we disaggregate the beliefs of participants according to their position on
the political spectrum.?® The figure plots the mean beliefs in the two treatments VaLueNorSaLientT and VALueSALEnT for participants
grouped by the political attitude they have indicated on a 10-point scale. Purple stars indicate the means for participants in treatment
VarueNotSaLienT, while pink stars indicate the means for individuals in VarLueSatient. We observe that individuals at the extremes of
the political spectrum—both on the left and the right—display notable shifts in their mean beliefs when comparing the VALUESALIENT
condition to the VarueNotSaLENT condition. On the left, the pink stars are above the purple stars; on the right, they are below the
purple stars. This asymmetry shows that beliefs move in accordance with political orientation (up on the left; down on the right).
In other words, individuals with more extreme political preferences tend to exaggerate their beliefs in a manner that aligns with
their group membership when their values are primed.

The figure also suggests that the adjustment is larger on the extreme right than on the extreme left, although we need to take
into account that we have fewer observations here. In sum, this suggests that while the unconditional distribution of beliefs does
not change with the salience of values, the composition of political preferences of people holding different beliefs is affected.
Drawing this distinction between unconditional polarization and conditional polarization is important as it helps us to understand
the mechanisms in play. Unconditional polarization can be driven by a variety of mechanisms, such as confirmation bias or other
individual cognitive heuristics that favor coherent beliefs and values, while conditional polarization points towards social conformity
with one’s in-group as a driving factor.?!

3. Convincing yourself and convincing others

After having explored how beliefs react to values, we now ask whether money also exerts a distorting influence on beliefs and
possibly on values. Our third set of hypotheses below are divided into two parts, with both parts assessing the malleability of beliefs
and values to monetary forces that could pull them in different directions. In Part A (Convincing Yourself), we examine the role
of self-serving biases in the context of belief-value constellations by asking whether individuals try to justify selfish behavior by
adjusting their beliefs and values to be consistent with taking actions that are in their material self-interest—engaging in a form
of motivated reasoning or excuse-driven behavior.?* Part B (Convincing Others) studies whether introducing the opportunity to try
to convince another participant to take an altruistic action can lead to a shift in one’s own beliefs. Specifically, we ask whether
attempts to engage in persuasion lead to a shift in beliefs.

20 Fig. 4 was not mentioned in the pre-registration plan. It was added to enhance the exposition of our results for Hypothesis 2c.

2l In Online Appendix Section B.4.1, we also document the donation behavior in the VALUESALIENT and VALUENOTSALEENT treatment conditions. In summary, we
do not observe evidence of a substantial effect on donation decisions, suggesting that the shift in beliefs is not translating into a change in behavior on this
dimension. This result contributes to the growing body of work documenting a complex relationship between beliefs and actions.

22 previous work has shown that people develop self-serving biases in order to excuse their selfishness in charitable giving (see, e.g., Exley, 2015 on the role
of risk or Exley, 2020 on using charity performance metrics as an excuse).
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Fig. 4. Mean belief by political orientation and treatment.

Note: The stars indicate the mean of beliefs in treatment VaLuveNotSauENT (purple) and VarueSauent (pink) conditional on the political attitude of respondents. The
associated error bars represent 95% confidence intervals around the means. Responses from the Likert scale regarding beliefs were coded as follows: 1 - “Very
Unlikely”, 2 - “Unlikely”, 3 - “Neutral”, 4 - “Likely”, 5 - “Very Likely”. For political attitudes we asked participants the following question after they completed
the experimental part: “In political matters, people talk of “the left” and “the right”. How would you place your views on this scale?”. Respondents could choose
a number between 1 and 10 where 1 indicates utmost left and 10 indicates utmost right. The vertical dashed line is the mean of political values in the sample
comprising observations from Treatment VALueNotSauient and VALueSAuient. The horizontal bars represent the predicted values from our main regression (see
Table 3) for the four groups VALUENOTSALEENT - below the mean (purple line on the left), VALueSALEENT - below the mean (pink line on the left), VALUENOTSALIENT
- above the mean (purple line on the right) and VaLueSauEnT - above the mean (pink line on the right). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Table 4
Incentives to convince others and belief polarization.
@ (2
CONVINCEOTHER 0.089 0.102*
[0.058] [0.056]
Pol. attitude (p) 0.468*** 0.462***
[0.048] [0.046]
ConviNcEOTHER X Pol. attitude 0.005 —-0.025
[0.074] [0.072]
Constant 3.201% 3.379%*
[0.036] [0.072]
Observations 4488 4476
Incl. controls No Yes

Notes: (i) Each regression uses the observations from treatments VaLueSaLient (385 observations)
and ConvinceOTHER (363 observations), pooled over all six debates. (ii) Smaller sample sizes in
column (2) result from missing information in the control variables. (iii) ConvINCEOTHER is a
dummy variable equal to one if the individual was assigned to treatment ConvinceOTHER and hence
equal to zero if the individual was assigned to treatment VALueSALENT. (iv) Political Attitude is a
dummy equal to one if the individual is below the mean on a 1 to 10 scale of political attitudes
where 1 is the most left and 10 is the most right attitude. (v) Column (2) show the regressions
including controls for age, gender, ethnicity and education. (vi) Standard errors clustered by
individual in parentheses, * p < 0.10, ** p < 0.05, *** p < 0.01.
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3.1. The ConvinceSELF and CoNVINGEOTHER treatments

We conduct two further treatments. First, the ConviNcESELF treatment speaks to the conjecture that individuals adjust their beliefs
and values in a self-serving way. This treatment is very similar to VaLueSaLient, with only one key difference: in ConvinceSELF, subjects
are aware that they will need to make a charitable donation decision when they form and report their moral value and factual belief
assessments. The way that this is implemented in the experiment is that they see the donation decision on the same screen as the
one where they report their values and beliefs. This is in contrast to VaLueSauient, where the charitable donation screen arrives
as a surprise after the moral value and factual belief reports have been completed.?® This difference is important, since subjects’
anticipation of the costly charitable donation decision could influence their introspection in forming a personal assessment of the
value and factual belief statements. Hypothesis 3a conjectures that individuals bias their (stated) beliefs and values when they take
into account the costs of an expected donation decision, with the bias shifting beliefs and values away from those that would justify
a higher donation. However, it is also possible that the anticipated donation could have the opposite effect, leading the individual
to inflate the importance of her values and beliefs. This self-convincing process may justify a high donation as the correct decision,
thereby enhancing her self-image utility from donating.**

Second, the ConvinceOTHER treatment investigates how trying to persuade others to take an action that is aligned with one’s own
values could lead an individual to further align their factual beliefs with their political agenda or goals, potentially leading to an
exaggeration of these stated beliefs. The underlying assumption here is that subjects get utility from higher donations of others if
the donation aligns with their own beliefs and values. To do this, treatment CoNvINCEOTHER mirrors treatment VALUESALIENT with just
a single exception: before stating their values and beliefs, subjects are informed that another participant will have the option to
donate to a related charity after being informed about the moral values and factual beliefs that they (the subject in CoNvINCEOTHER)
reported. So, participants might consider the possibility that their own values and beliefs could influence the donation decision of
another subject. In order to avoid deception, we implemented these decisions by others in an auxiliary treatment, BEINGCONVINCED.
The first part of the BengConvincep treatment is identical to VALueSaLient, with subjects reporting their values and beliefs on the six
relevant topics. The difference arrives prior to subjects making their donation decisions. At this point, subjects in BeingCoNVINCED are
informed about the beliefs and values stated by a randomly chosen participant from CoNVINCEOTHER.

3.2. Do individuals self-servingly shift their beliefs and values?

To examine this question, we compare behavior in ConviNceSELF, where subjects anticipate their future donation decisions, with
behavior in VALuESALIENT, where subjects report their values and beliefs before they are aware of the future donation decisions. This
allows us to study the robustness of elicited beliefs and values to the presence of monetary incentives that could distort them. More
specifically, we ask whether the presence of the donation decision on the same screen induces subjects to distance themselves from
the charity-aligned value position and to adjust their beliefs away from supporting the charity’s goals. This is summarized in the
following set of hypotheses.

Hypothesis 3A (Convincing Yourself). As before, let F,, denote the cumulative distribution function (cdf) of factual beliefs b in Treatment t,
and F,, the cdf of moral values v. Donations in Treatment t € {V.S,V NS,CS,CO} are denoted by d, and p, denotes the left-right political
stance of individuals.

(a) Individuals shift their beliefs and values to justify taking self-serving actions: In ConviNcESELF individuals shift their beliefs and values
downwards in comparison to in VALUESALIENT in order to justify low future donation decisions. Specifically:

(D by first-order stochastically dominates bcg, ie. Fy, . < Fj. .

(i) vy g first-order stochastically dominates vcg, i.e. Fy,, . < Fy ...

(b) Donations in CoNVINCESELF are lower than in VALUESALIENT:

E(dyg) > E(dcg).

ResuLts (Hypothesis 3A)

Essentially, we find no evidence in support of Hypothesis 3A. Fig. 5 displays the distribution of beliefs (top left panel), values
(top right panel) and donations (bottom panel) in the VarueSarient and ConviNceSELF treatments. We observe no significant differences
in average behavior between these two treatments, indicating that individuals do not shift their beliefs and values when faced with
an imminent donation decision.”> This immutability of behavior to the anticipated donation decision is in stark contrast to the

23 Figures A.1 and A.3 in the Online Appendix show screenshots of the instructions as they were presented to participants in both treatments.

24 In our pre-registration document we noted this possibility but stated that our prior was that the self-serving bias would dominate.

25 We can also separately examine whether donation decisions are affected on either the extensive or intensive margin. Our analysis reveals no significant
average differences on either margin. One possible explanation for the failure to observe an average treatment effect is that some individuals shift their beliefs
due to monetary self-interest, while others shift their beliefs to enhance the self-image generated from making a donation, with the two effects offsetting each
other. Our data does not allow us to convincingly evaluate this possible explanation empirically, but we do observe a higher correlation between donations and
values and beliefs in the ConvINCESELF treatment in comparison to the VALUESALENT treatment. This may be interpreted as evidence in favor of this explanation.
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Fig. 5. Results for Hypothesis 3A.

Note: The three figures show the results on Hypothesis 3. Fig. 5(a) shows the cumulative density function of beliefs for treatment VaLueSaLint (dark line) and
ConvinceSELF (light dotted line), Fig. 5(b) shows the cumulative density function of values for treatment VaLueSauient (dark line) and ConvinceSerr (light dotted
line), and Fig. 5(c) probability density function of donations for treatment VaLueSaient (dark line) and ConvinceSerr (light dotted line). The vertical lines in
Fig. 5(c) depict the mean of donations in the two treatments.

effect of increased value salience documented above. While subjects are engaging in politically motivated reasoning, they do not
engage in economically motivated reasoning. Perhaps one reason for this is that individuals place a higher value on their personal
identity, which incorporates their beliefs and values, than they do on a small monetary gain that they would obtain by reducing their
donation. A second factor worth noting is that a large fraction of subjects donated less than 1 dollar. Thus, the cognitive dissonance
costs of donating a low amount may not be sufficiently high to warrant a shift in beliefs or values to justify it.

3.3. Do individuals shift their beliefs and values to convince others?

The second part of Hypothesis 3 asks whether individuals report more polarized factual beliefs when they have the opportunity
to try to persuade someone else about the importance of certain value positions. It therefore contributes to the body of existing
work that examines the idea that we adjust our own beliefs and attitudes (i.e., convince ourselves) in order to convince others
(Babcock et al., 1995; Schwardmann and van der Weele, 2019; Solda et al., 2020; Schwardmann et al., 2022). While this previous
work predominantly studies scenarios in which an individual is explicitly mandated to convince others about a particular policy
position or that they themselves are of high ability, a key difference in our study is that we focus on examining whether individuals
try to persuade others to take an action that is aligned with their own values by stating more extreme beliefs. For example, we ask
whether an individual might increase their agreement with the statement that “Animals feel less pain than humans.” in order to
encourage another person to donate to an animal protection charity.

Hypothesis 3B (Convincing Others). Anticipating the opportunity to persuade another individual about a contentious moral issue shifts
one’s own factual beliefs towards the in-group party aligned extreme—i.e., factual beliefs in CoNvINCEOTHER are more polarized than factual
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beliefs in VALUESALIENT:
E(bcolpco < E(pco)) — E(byslpys < E(pys))
>

E(bcolpco > E(pco)) — E(byslpys > E(pys))-

Similar to Hypothesis 2c above, the inequality in Hypothesis 3B states that the gap in factual beliefs between individuals on the left
and the right of the political spectrum widens when there is an anticipated persuasion opportunity.

ResuLts (Hypothesis 3B)

To examine Hypothesis 3b, Table 4 uses the same empirical specification as above and tests for a divergence of beliefs according
to political attitudes between the VaLueSaLienT and the ConvinceOTHER treatment.?® Essentially, this asks whether individuals shift their
beliefs even further towards conforming with their political in-group when they know that their reports will be viewed by others. The
results do not support this hypothesis, with the estimated coefficient on the interaction term close to zero. There are several plausible
explanations for this finding, including: (i) that individuals do not wish to persuade others, (ii) that individuals are not prepared
to adjust their own beliefs to persuade others, and (iii) that they do not believe that others will be easily persuaded in the context
of these contentious debates and the limited communication space available (i.e., not being able to send explanations, narratives
or justifications for their persuasive claim). Our data does not allow us to convincingly differentiate between these explanations
empirically. Therefore, it is important to keep in mind that multiple possible explanations could account for this result.

4. Conclusion

This paper studies whether thinking about moral values can influence beliefs about facts. This is done using a preregistered
online experiment that surveyed a nationally representative sample of 1863 individuals from the US population. We ask two broad
sets of questions.

First, we examine whether systematic correlations exist between moral values (“ought” statements) and factual beliefs (“is”
statements). We find evidence supporting this relationship, consistent with previous research that highlights a societal shift towards
increasingly partisan worldviews (see, e.g., Alesina et al., 2020; Bonomi et al., 2021). As we discuss above, there are many
mechanisms that might create such a correlation. For example, beliefs might shape values. Our study examines whether there is a
(reverse) causal relationship between values and beliefs, whereby thinking about values exerts an influence on beliefs. We explore
this by introducing a treatment that makes a moral value more salient prior to eliciting beliefs. Strikingly, while there appears to be
no effect on the aggregate distribution, a closer inspection shows substantial causal effects of thinking about values on beliefs—effects
that are mediated by prior political leanings. In other words, we find that individuals in our representative sample are engaged in
politically motivated reasoning.?”

Politically motivated reasoning takes place on both sides of the political spectrum: subjects on both the political right and the
political left, shift their beliefs to align them with the average party beliefs when values are made salient. This finding contrasts
with the popular belief that the flirtation with “alternative facts” is a phenomenon exclusive to populist right-wing movements.

The influence of thinking about values may be generated by different potential psychological mechanisms underlying motivated
reasoning. One possibility is that thinking about a particular value position strengthens the individual’s desire for this position
to be justified by facts; consequently they shift their beliefs (“pure motivated reasoning”). Another possibility is that thinking
about a particular value position cues recall of information in the individual’s memory database that is supportive of the value
position (“motivated memory”). This relationship between memory and biased belief has been explored in recent work on associative
memory (Enke et al., 2024) and motivated memory (Zimmermann, 2020; Amelio and Zimmermann, 2023). Our experiment is not
able to cleanly distinguish between these channels through which the effect of thinking about values may operate. We leave this
interesting question for future work.

Additionally, we examine whether there is evidence for economically motivated reasoning whereby individuals bias their beliefs
and/or values due to the presence of monetary incentives to do so. This is not the case. We believe that this result enhances the
credibility of our main findings. Since beliefs and values do not react to (small) monetary incentives, it appears that individuals
care about them to the extent that they do not distort them through economically motivated reasoning.

When interpreting our results, several considerations should be kept in mind. In footnote 9, we explained our rationale for not
incentivizing the belief elicitation of factual beliefs. Although evidence from Danz et al. (2022), Haaland et al. (2023), and Stantcheva
(2023) suggests that this decision is unlikely to cause systematic distortions in reported beliefs, it is still possible that individuals
report beliefs that differ from those they hold in mind. Additionally, it is possible that experimenter demand effects might influence
the beliefs reported by participants in our experiment. While we consider it unlikely that demand effects systematically account for

26 In the pre-registration plan, we did not specifically outline this regression, which allows us to test Hypothesis 3B. Additionally, the pre-registration plan
does not mention the use of control variables which were added to test for robustness here.

27 The behavior observed in our study is consistent with the findings of Bordalo et al. (2021), who study the effect of issue salience on beliefs about others’
political attitudes. The authors show that when the salience of a particular policy conflict is raised, this increases the perception of the partisan gap in attitudes.
Combined with an identity-induced desire to conform to the stereotypical beliefs of one’s identity group (as in Bonomi et al., 2021), this perceived increase
in the partisan gap could contribute to the shift in beliefs that we observe. One caveat is worth keeping in mind when interpreting our results: We focus on
a particular kind of belief, namely those without a scientific consensus. For facts where such a scientific consensus does exist, the findings of Drobner (2022)
suggest that we might expect less motivated reasoning since individuals will anticipate uncertainty resolution.
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the pattern of beliefs reported across treatments (e.g., we observe no effect of the ConvincEOTHER treatment manipulation where
demand effects might be expected to be strongest), we cannot completely rule out this possibility. Therefore, these potential
influences should be kept in mind when interpreting the results.

Taken together, our results point towards a deep (cognitive) link between values and beliefs. This tight relationship between
values and beliefs is consistent with the conceptual idea of a “polarized reality”, where individuals perceive reality through the
lens of their economic or social identity (Alesina et al., 2020) and then adjust their beliefs to conform to the stereotypical belief
of the salient identity group (Bonomi et al., 2021). More broadly, this recent line of research showing how identity shapes beliefs
through the desire for group conformity builds on a longer history of research examining how identity can generate a desire for
conformity in actions (Akerlof and Kranton, 2000, 2005; Shayo, 2020). With the polarization of social discourse (particularly online)
seemingly increasing in society, this body of work points towards identity-induced belief conformity as an important avenue for
further research.

Finally, our results also suggest that individuals may engage more readily in politically motivated reasoning than economically
motivated reasoning. One caveat to this assertion is that the economic incentives in our experiment are limited. Nevertheless, this
points towards a potentially important division of the space of possible motivated reasoning domains. This, too, is an interesting
avenue for further research.

Appendix A. Supplementary material
Supplementary material related to this article can be found online at https://doi.org/10.1016/j.euroecorev.2024.104929.
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